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The Voronoi representation of the LEACH, LEACH-C and proposed BRLE algorithm

is given in Figs. 9, 10 and 11 respectively. In Figs. 8 and 9 the cluster formation is

irrespective of the sink location. Figure 11 represents that the cluster formation of BRLE

algorithm.

The clusters near the sink are observed to be smaller in size whereas the cluster far away

from the sink is larger in size.

The hot spot and energy hole problem is avoided by employing unequal clustering in

BRLE algorithm. The connectivity with the network is retained avoiding HOT SPOT

problem in the network. Figure 12 represents the comparison of LEACH, LEACH-C and

BRLE algorithms, First node dead and Half Node Alive (HNA) rate in BRLE algorithm is

improved when compared to LEACH and LEACH-C. The BRLE shows improvement in

the case of first dead node condition. The first node dies only after 397 rounds in case of

BRLE, whereas in LEACH and LEACH-C protocols it dies at 260 round and 295 round.

The sink is placed in different positions to verify the unequal clustering nature exhibited

by the BRLE protocol. Figure 13 represents the unequal clustering of BRLE with different

sink position.

In all cases the clustering is respect to the sink position as shown in Fig. 13a–c.

The clusters near the sink are smaller and cluster far away from the sink is larger in

nature.

7 Conclusion

The BRLE algorithm outperforms the LEACH and LEACH-C algorithm in terms of

lifetime and throughput. The total number of packets sent to sink in case of BRLE algo-

rithm is improved by 1.574 times when compared with LEACH protocol. The BRLE

algorithm solves the HOT spot problem following unequal clustering approach. The BRLE

algorithm serves as the better solution for energy hole problem in WSN. The result sup-

ports that the BRLE algorithm enhances the lifetime of the network with high throughput
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utilizing the battery effectively. The future work includes analyzing discharge time and

recovery time of battery in different environments.
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a  b  s  t  r a  c t

We  propose  triangular lattice structured photonic crystal fiber (PCF)  sensor for  sensing
applications with  attractive  features for  the  detection of glucose  concentration.The  pro-
posed sensor is numerically  investigated  using  Finite  Element  Method  (FEM).  We have
investigated the  sensing property  of the  proposed  photonic  crystal fiber structure by  vary-
ing  the  concentration  of the  D-glucose from  10%-60%  which  gives  the  average  sensitivity of
19135.70  nm/RIU.  We expect  that  this sensor can provide an  effective  platform  for  glucose
sensing and  potentially  leading  to a further  development  of optical sensing  applications.

©  2017 Elsevier  GmbH.  All rights  reserved.

. Introduction

Diabetes, as a  medical condition, is ever on the increase and a  large number of people require Continuous Glucose
onitoring which is not only highly accurate but also compact and minimally invasive [1]. It  is  in this background that we

nd the Photonic Crystal Fibres to  play a  very important role in  the field of sensors due to design flexibility, high sensitivity
nd large refractive index contrast.The Photonic Crystal Fiber (PCF) based sensors are well developed and found to offer
xtremely high sensitivity reported in the last few decades. [2,3].  Several methods like surface plasmon resonance (SPR)
ased sensors [4],  Ring resonant cavities [5,6] and mid-infrared photo acoustics [7,8] have been proposed in  the literature
or sensing the blood glucose concentration. PCF sensors develop the potential virtues of optical fibers in  chemical [9] and
iological sensing [4,5,7,8] applications.

Glucosuria is glucose in the urine which is  an indirect index of the blood glucose concentration [10,11] and ranges from
 mg/dl – 15 mg/dl. Normal blood glucose levels range between 165 mg/dl and 180 mg/dl. If the blood glucose concentra-
ion reaches a very low value of less than 40 mg/dl, the condition is called “Hypoglycemia” and the condition where the
lood glucose concentration is  very high and ranges from 270 mg/dl to 360 mg/dl [12] is called “Hyperglycemia”. Glucose
oncentration in the blood level is affected by  physical properties such as refractive index, specific gravity, surface tension

nd viscosity of the blood/plasma. In  this work, we  consider the D-glucose solution to analyze and predict the sensitivity of
CF with reference to variation in  the refractive index of the solution. D-glucose solutions with different concentrations has
een investigated whose refractive index values varies from 1.3477 to 1.4394 at 10%-60% [13] concentrations.

∗ Corresponding author at: Department of Physics, University College of Engineering, Anna University, Ramanathapuram, 623513, India.
E-mail address: senthilmanirajanofc@gmail.com (M.  Mani Rajan).
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D-glucose is  a form of sugar to treat hypoglycemia which will bring the blood glucose concentration to  their normal
levels very quickly. Dextrose can be used in intravenous (IV) preparations and injections in clinics for hypoglycemia and
dehydration and for IV  feeding since dextrose has a  very high glycemic index. People with dangerously low blood glucose
concentrations may  be  treated with dextrose tablets or gels. Dextrose is  the dextrorotatory form of glucose which can be
used by  athletes as a  supplementary to manage the blood sugar levels and also for replenishing glycogen during and after
workouts. It can also be used as a  “carrier” in nutritional supplements. When using dextrose, blood sugar levels should be
closely monitored to prevent hyperglycemia.

Diabetes mellitus has been well reported to be associated with increased risk of tuberculosis [14–17].  The presence of
indefinite social factors, metabolic derangements and comorbidities also poses major difficulties in dissecting the effect of
diabetes mellitus from other potential confounders. Diabetes mellitus was diagnosed, mainly by a  fasting plasma glucose
level of 126 mg/dl or higher, together with confirmatory symptoms and/or blood/plasma glucose determinations.

We investigated a  particular design of PCF based glucose sensor to diagnose the variation in  the blood glucose level.
Different types of PCF based sensors like single core, multi core and 2D-photonic crystals based sensors have been proposed
for various sensing purposes in the literature. In this context we optimized a  triangular structure based glucose sensor design
utilizing the index guiding multi core fibers and present a numerical analysis based on the finite element method [FEM].
It is worthwhile to mention that this PCF based glucose sensor is a  novel sensor which offers high sensitivity and linearity
over the other type of PCF based sensors. The designed structure provides a  very large dynamic refractive index detection
range and comparatively provides high sensitivity range for temperature sensing [18]. In our context, the triangular lattice
structure [18] is  proposed due to its high detection range for continuous monitoring of glucose in human blood providing
high sensitivity, which will pave to identify the glucose concentration to  replace the existing glucose sensor with high
sensitivity as well for a  long term use. The proposed work creates a  great deal for the physicians and the patients. It  also
provides integrated understanding of diseases and creates opportunities for new diagnosing methods.

2. Structure designed

The cross section of the proposed fiber sensor is  shown in Fig. 1.  with six identical solid cores with the increase of dynamic
refractive index [RI] detection range shown by  Qiang Liu et al. [18] in their temperature sensor. To obtain the high sensitivity
with easier fabrication, the air holes are arranged in a triangular lattice having pitch constant (

∧
)  of 2 �m and diameters of

all the air holes are optimized at d =  1.2 �m. In the second layer, the defect mode is created by removing the air  holes which
enhances the propagation of chosen wavelength of light into the liquid core. Its mode propagation is  studied using FEM and
the electric field distribution is shown in Fig. 2(a)-(l).

Glucose of 60% concentration with refractive index of 1.4394 at room temperature (20 ◦C) is filled into the central air
hole of the designed PCF structure. Refractive index of the glucose in water solution is tunable for different concentration
(10%-60%). All the modes in  the PCF are  leaky modes because the real part of the refractive index is  lower than background

material. The leaky mode can be controlled by choosing the suitable liquid material with the appropriate refractive index.
The energy transfer between the liquid core mode and defect mode can be identified by the peak wavelength.

Fig. 1. Cross section of proposed glucose sensor based on PCF.
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Fig. 2. Electric field distributions of (a)–(h) defect modes and (i)–(l) liquid-core modes. The arrow represents the direction of the electric field. The coupling
between defect and core modes are shown in Fig. 2(b) and 2(l), as well in 2(a) and 2(i) were employed to analyze our glucose sensor, respectively.

Table 1
Concentration of D-glucose in water at 20 ◦C.

Mass% C Molarity (moles of solute per liter of solution) C (mmole/liter) C (mg/dl) Refractive index (RIU) Peak wavelength (nm)

10 0.576 576 33.6842 1.3477 1500
20  1.070 1070 62.57309 1.3635 1480
30  1.873 1873 109.88304 1.3805 1460

i

a
f
t
i

3

a

l
i
a
a
c
t
l

40  2.603 2603 152.222 1.3986 1440
50  3.396 3396 198.596491 1.4181 1420
60  4.261 4261 270.233 1.4394 1380

The background material of the fiber is filled with silica whose refractive index is calculated by Eq. (1).The RI of analyte
s taken for differents concentration of glucose in water and the values are tabulated in Table 1.

n2 (�) = 1 + B1�2

�2 − C1
+ B2�2

�2 − C2
+ B3�2

�2 −  C3
(1)

By using FEM, the study about the fundamental modes and its coupling modes with good radiation absorber has been
nalyzed by  adding perfectly matched layers (PML) with scattering boundary condition. The cylindrical coordinate is used
or PML  to absorb the radiant energy from fiber axis. The outer boundary of PML  is  set with scattering boundary condition
o further reduce reflecting energy. In our  glucose sensor, the coupling between the liquid core and defect modes are shown
n Fig. 2(a) & (2l) and 2b & 2i.

. Numerical results

In this numerical investigation, we have calculated the loss by using Eq. (2) where unit of the loss and wavelength is dB/m
nd �m respectively and Im(neff)  represents the imaginary part of the effective refractive index of mode.

˛ (x, y) = 8.686 ∗ 2�
�
Im

(
neff

)
∗  106 (2)

The illustrations of mode field distributions are  displayed in Fig. 3(a)  which represents the real part of refractive index and
oss dependence on the operating wavelength � for the different samples of the glucose. For the upper mode, the mode field
s mainly distributed in liquid core at the shorter wavelength, mode field begins to  transfer from liquid core to  defect cores
s wavelength increases, the energies of liquid-core mode and defect mode are equal at the turning of the curve and almost

ll the field transfers from liquid core to defect core at the longer wavelength. For the lower mode, the mode transition is
ontrary to that of the upper mode. Fig. 3(b) shows the loss as a  function of wavelength. For the black solid curve in  Fig. 3(b)
he loss follows liquid core mode at the shorter wavelength and follows defect mode at the longer wavelength. The losses of
iquid core mode and defect mode are equal at the intersection of black and red solid curve. The intersection corresponds to
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Fig. 3. (a)  The real part  of core mode (red) and defect mode (black) refractive index for the chosen wavelegnth. The insets in (a)  shows electric field
distributions and transfer of energy between fundmental and liquid mode. (b) Loss as a function of wavelength. (For interpretation of the references to
colour in this figure legend, the reader is  referred to the web version of this article.)
Fig. 4. Simulated results shows the relation between confinement loss and different samples of glucose solution.

the tuning of the curve in  Fig. 3(a) which shows the complete coupling. The coupling between a  liquid core mode and defect
mode is shown in  Fig. 2(l) and 2(a) which gives perfect coupling.

The simulated result (Fig. 4)  gives the relationship between confinement loss and wavelength for different concentrations
of the samples. We can see that the resonance wavelength blue-shifts with each increment of the glucose concentration.
The spectral sensitivity of the corresponding sensor can be obtained as

S
(
nm/RIU

)
= ��/�n  (3)
Where ��is the offset of the resonant wavelength and �n is  the change in the RI of glucose solution.When the RI of  the
glucose solution is changed, the resonance spectrum will be varied. Therefore,we can obtain information about the analyte
according to the change of the resonance wavelength. When the glucose concentration changes from 10 mg/dL to 60 mg/dL
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ig. 5. (a)  Represents the peak shit and sensitivity value for the D-glucose concentration varying from10%- 60%. (b) Represents the resonance wavelength
s  the function of varying glucose concentration.

he offset of the resonance wavelength ��  is 120 nm.  The increment of solution RI is  6.27 ×  10−3,  and the average spectral
ensitivity 19135.70 nm/RIU can be obtained by experiments. Their solution of the spectrograph we used is 1 nm,  and then
he detection resolution of the sensor is 47.30 mg/dl of D-glucose in  water, which is  lower than 70 mg/dl for efficient detection
f hypoglycemia episodes. We observed the change in peak wavelength by varying the concentration of the glucose. Peak
avelength is decreased when we  increase the concentration of the glucose and loss is decreases as shown in Fig. 4.  The

otal wavelength shift is obtained is  120 nm.
The resonance or peak wavelength for the different concentration of glucose at a  refractive index of 20 ◦C with the wave-

ength shift of the proposed glucose sensor is as shown in  Fig. 5(a). The average sensitivity can reach upto 19135.70 nm/RIU.
he high linearity can reach upto 0.99872.This is  important in the actual application for the sensor. In  Fig. 5(b) we have
epresented the wavelength shift and the sensitivity value for varying concentration of D-glucose between 10%–-60%. It is
alculated that wavelength shift of 20 nm for 20% D-glucose concentration in  the water solution. The sensitivity of designed
CF sensor is  19120.45 nm/RIU for the 20% of D-glucose concentration with a detection limit of 0.006271 RIU.

. Conclusion

In this paper, we analyzed a PCF glucose sensor filled with different concentrations of glucose solution. The results show
hat a blue-shift is  obtained with increasing the RI of filling analyte and an extremely high average spectral sensitivity of
9135.70 nm/RIU. A high-sensitivity glucose sensor based on compact PCF  is proposed by the finite element method. A
lucose sensitivity material is  injected into the central air hole of PCF which supports liquid core mode. The six cores in  the
econd layer are formed by  removing air holes and work as defect mode. As  phase matching condition is satisfied, the liquid-
ore mode couples to defect mode completely and reveals loss peak which is employed to detect glucose concentration. The
ensor shows high sensitivity and high linearity. Our glucose sensor of simple structure is  competitive in  the glucose sensor
eld and suitable to  measure glucose concentration in real time. The structure can be  further optimized to  obtain better
esults.
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ABSTRACT 

In this paper, we present a variable node clock network and a 

power model to estimate leakage power in CMOS processor. 

Design of clock delivery network is a constrained optimization 

problem. A variable rate clock network is provided to reduce 

unwanted switching as well as to limit active clock routing 

network. We propose two power models to estimate processor 

performance under variable rate clock signal. Overall this 

optimization method provides improved in power and 

performance in current CMOS processor. 

Keywords 

Lookup table; CMOS Processor; Variable clock; sub clock. 

1. INTRODUCTION 
As the technology scales high performance VLSI circuits is highly 

desirable as it directly relates to battery life, reliability, packing 

and heat removal cost. Among the total power consumption in 

CMOS processor, leakage power contributes to maximum value. 

Scaling of supply voltage and frequency reduces dynamic power 

but degrades the performance of the device. A topology-based 

solution for a low-skew rotary oscillator array (ROA) clock 

distribution network design and skew calculation is mentioned 

in[1]&[6].A half-rate clock to the common mode of the 

differential data with its mixing phase off by 0.5 UI and Multi-

domain clock skew scheduling (MDCSS) is one way to overcome 

this limitation also the power reduction is analyzed through two 

mechanisms: 1) power gating the logic network within the clock 

period (sub clock) and 2) reducing the virtual supply to less than 

threshold voltage rather than shutting down completely as is the 

case in conventional power gating[7]-[13]. 
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As the dynamic power contribution is related to increase in active 

interconnection and number of active devices used, it is necessary 

to reduce the factors affecting dynamic power consumption 

without performance degradation. A system level methodology 

for interconnection analysis and multibit flip-flop utilization is 

mentioned [14]-[16].The supply noise produced by switching is 

analyzed using virtual circuit switching and packet switching. 

Systematic approach to actively alleviating Power Gating noises 

using the parasitic capacitance of on-chip memories and 

unconventional power grid optimization solution that allows to 

resize each transistor specifically. A technique that decreases the 

parasitic capacitance on the dynamic node, yielding a smaller 

keeper for wide fan-in gates to implement fast and robust circuits 

were analyzed[2]-[5]. A fine-grained approach where each gate in 

the circuit is provided with an independent sleep transistor and 

major disadvantage is clustering-based approaches utilized with 

polynomial-time fine-grained sleep transistor sizing 

algorithm[13],[17]-[18].Sleep transistor sizing is one of the most 

important concerns for designing CMOS processor because it 

affects the overall circuit performance. In order to optimize 

leakage power, worst case IR drops is to be estimated. Valuable 

information points the technique of variable clock network to 

activate leakage power controller. Leakage power is estimated 

using power models at clock controller network and logic 

network.  

2. RELATEDWORK 
Numerous power model techniques over the earlier periods have 

been introduced to reduce the power consumption of CMOS 

processor. The switching activity of clock network typically 

accounts for major contribution of total power consumption. 

Power consumption in CMOS processor is caused by four sources 

 Leakage current i.e., Reverse bias current and sub 

threshold current formed during idle mode of 

processor 

 Stand by current drawn from VDD to ground 

 Short circuit current between supply rails 

Capacitance current during active mode 
In [Jee Khoi Yin], multi phase clock signals for logic network 

using ultra grained pipelines to improve the performance of 

CMOS processor. In fact, two phase clock scheme leads to race 

through failure if overlap of clock signal is too long in 

consecutive stages. In [Jain Peng Zhu], a circuit level power 

model is developed to estimate low voltage level. In [YiCi Cai], 

mailto:saranyab.ece@srit.org


lookup table based delay estimation is provided. A lookup table is 

built through SPICE simulator to estimate delay and slow. A 

buffer insertion algorithm is utilized for slow optimization; also a 

sampling technique is adapted to speedup buffer insertion 

algorithm. The static power issues associated with large register 

file is mentioned in [Hamed Tabkhi]. A functional level register 

file power gating is introduced to manage and reduce static power 

consumption. Register file power contributes to reduction in core 

power of CMOS processor. However delay and performance of 

the processor is not taken into account by these approaches. 

Reducing power consumption at clock network level and logic 

block level is important because1.Clock network itself contributes 

to major portion of core power consumption.2.Logic block level 

power consumption is taken into account both in active mode and 

standby mode of processor. Most existing approaches have 

focused on power consumption by proposing clock gating and 

power gating techniques without considering the performance and 

area overhead of the design. The power model analysis is an 

application guided architecture level solution targeting CMOS 

processor. To put our work in context, the next paragraph focus 

on clock network and logic level power estimation technique. 

In this paper, we propose a variable rate threshold voltage 

selection based on high and low active data lines. A power model 

algorithm variable data active line is also proposed. Both the 

threshold voltage controller and power model methods can be 

successfully applied to improve power and performance of CMOS 

processor. The remainder of this paper is organized as follows. In 

section-2 surveys some related work. Section-3 explains clock and 

power gating controller at circuit level. Section-4 focused on 

variable clock rate & leakage controller. In section-5 the power 

model and threshold voltage selection is introduced. Evaluation of 

CMOS processor blocks are presented in section-6.Finally 

section-7 concludes this. 

3. CLOCK AND POWER GATING 

CONTROLLER AT CIRCUIT LEVEL 
At circuit level the total power dissipation consists of leakage, 

short circuit and switching components. There are several clock 

controller techniques that utilizes flip flop grouping in data driven 

clock network, factored form of logic block matching to utilize 

clock network, half rate and multiphase clock signal to improve 

the performance of CMOS processor. Supply voltage scaling, 

clock polarity assignment for gated clock network provide 

minimized dynamic power consumption but all these methods the 

delay, area and performance of CMOS processor is not considered 

as major criterion. 

Static power is contributed by major factor called leakage current 

and transistor size. Several leakage power reduction techniques 

such as fine grained transistor placement, tunable sleep transistor 

insertion, intermediate power off modes is concentrated on power 

reduction in standby mode of CMOS processor. In coarse grained 

reconfigurable architecture and sub clock power gating the control 

network enabled based on data activity modes which leads to 

power reduction during active modes. Our proposed approach 

could utilize a variable clock network and power model 

estimation in active and standby modes. 

4. VARIABLE CLOCK NETWORK AND 

LEAKAGE 
Clock signals are utilized at system level for enabling logic 

operation. In many cases clock enabling signals are fixed 

throughout the processor. It is important to note that the entire 

switching power consumed by the processor is die to unnecessary 

switching of logic blocks and frequency of the priority of usage of 

clock signal it is necessary to consider the factors such as 

frequency and switching activity for both  active mode and idle 

mode of processor. 

 

Fig.1: Fixed and variable clock activation network 

Fig.1 shows the fixed and variable clock usage for logic network. 

The variable rate clock signal is generated from common clock 

generator circuit. The clock signal is utilized as two phase 

transition clock based on the priority of usage more over the 

driven polarity assigned clock pulse is modified as two different 

clock frequency. The variable clock frequency is selected based 

on data activity using lookup table controller. This clock 

frequency signal is activates clock nodes of logic network in 

active mode. Hence unnecessary switching of logic network is 

minimized which leads to reduced power consumption. 

In order to minimize leakage current during standby mode a 

leakage controller is proposed which utilizes the enable signal 

generated from lookup table. As the switching activity poses more 

amount of power consumption during active and idle mode. Two 

major factors to be considered for leakage power reduction are 

supply voltage scaling and increasing threshold voltage for 

transistor network. To achieve these goals, the data activity of 

logic block input enables the clock network and leakage 

controller.  

5. PROPOSED POWER MODEL ANALYSIS  
Two major components contribute to power dissipation in CMOS 

processor are clock network and number of transistors utilized. 

Dynamic power is mainly derived from clock network switching 

component. Therefore the paper focuses on clock network 

controller which minimizes unnecessary switching of logic 

network. The total load capacitance which contributes to 

switching power is minimized using lookup table based active 

selection of logic network. 

 

 

 

 

 

 

 

Fig.2 Proposed clock and data activity in power model 

analysis  



This work used computes the power associated with clock 

network through the circuit model as shown in figure. The clock 

node power consumption depends on activity of logic network, 

supply voltage, frequency of clock signal and capacitance of 

active inputs. 

PClock node= ………………………………… (1) 

The term ∝N designates the total switching activity resulting as 

the algebraic sum of activity in logic network. The activity of 

logic network is minimized by Lookup table controller. The clock 

network frequency is assigned as variable rate clock signal. The 

logic network utilizing maximum switching activity is supplied 

with maximum frequency clock signal and minimum frequency 

clock signal is connected with less activity logic network in order 

to avoid reduction in performance of logic network. Based on the 

logic activity, Lookup table provides enable signal to select 

supply voltage connected with logic network. The logic network 

is activated and connected with 3.5V and 2.5V based on data 

active lines. The power model analysis also includes estimation of 

inter connection capacitance and transistor capacitance. This 

method of analysis includes power calculation based on data 

active lines. 

 

Fig.3 Proposed power model analysis 

Power model analysis in leakage mode leads to a complex 

procedure. Leakage current is increased by the usage of large 

number of transistors and also due to the variation of threshold 

voltage. Power model analysis for leakage controller is 

concentrated on supply voltage reduction and threshold voltage 

variation without affecting the processor performance. Lookup 

table provides an enable signal to activate and to provide idle state 

to logic network.  

 

6. EXPERIMENTAL RESULTS  
 
In this section we present the simulation results for data activated 

logic blocks using Tanner Eda tool. The design flow described in 

section IV is experimented on two set of logic network. The 

power model for dynamic power calculation is analyzed and 

compared with the logic network in which all the data activity 

lines are at high state. For leakage power controller network the 

entire logic network power is calculated and compared with active 

mode power of logic network.  

In the proposed approach the variable frequency clock provides 

the timing simulation for logic network activity and the delay 

overhead is analyzed by comparing the processor result with logic 

network where the controller network is disabled. Initially, we 

show the power variation for logic network which is unutilized by 

controller network. In Fig.4, the timing diagrams for normal 

clock, polarity assigned clockand variable clock which propagates 

to activate logic network. Based on these clock signal variation 

the switching activity of logic network is varied and power model 

analysis is carried out. 

 

Fig.4: variable clock and output switching characteristics 

 

Fig.5: Fixed rate clock signal activating logic network 

 

Fig.6: Variable rate clock signal activating global nodes 
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Fig.5,6 indicates the variable and fixed clock enabling the logic 

network based on data active lines. The performance of logic 

network is improved based on selection of variable rate clock 

signal. In Table –I and Table-II the comparison of power, leakage 

current and area estimation of various CMOS processor utilizing 

variable clock and leakage controller. 

Table-I Power and Area analysis for various CMOS processor 

 

Table-II Power and Area analysis for various CMOS 

processor utilizing variable clock and leakage controller 

 

7. CONCLUSION  
This paper presents an efficient variable clock and leakage 

controller .Initially, the power model analysis for various CMOS 

processor utilizing data activity is established. Subsequently, 

variable clock and lookup table based leakage controller is tested 

and power and area analysis for various CMOS processor is 

performed. The method makes it possible to estimate the power 

consumption of a processor based on transistor count and data 

active lines. A few verifications with various CMOS processor 

indicate that the power models attached with CMOS processor 

give reasonable results. Variable clock rate controller provides 

30% of power reduction and 16% of leakage current reduction 

with minimum area overhead for controller circuit. The 

performance of CMOS processor is not degraded due to variable 

clock selection based on data activity. Therefore using variable 

clock rate and power model controller proposes a practical and 

efficient implementation of logic network.  
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Abstract— With the arrival of partial reconfiguration 
technology, modern FPGAs support tasks that can be loaded in 
(removed from) the FPGA individually without interrupting 
other tasks already running on the same FPGA. Many online 
task placement algorithms designed for such partially 
reconfigurable systems have been proposed to provide efficient 
and fast task placement. A new approach for online placement of 
modules on reconfigurable devices, by managing the free space 
using a run-length based representation. This representation 
allows the algorithm to insert or delete tasks quickly and also to 
calculate the fragmentation easily. In the proposed FPGA model 
the CLBs are numbered according to Hilbert space filling curve 
model. The search algorithm will quickly identify a placement for 
the incoming task based on first fit mode or a fragmentation 
aware best Fit mode. Simulation experiments indicate that 
proposed techniques result in low ratio of task rejection and high 
FPGA utilization compared to existing techniques 

Keywords— Partial Reconfiguration; Task Placement; Free 
Space Management; Hilbert Curve; FPGA; Task Scheduling 

I.  INTRODUCTION  
Reconfigurable devices with partial reconfiguration 

capabilities allow multitasking applications on a single chip. 
Embedded applications like cryptography, video 
communication, image processing etc. can exploit this 
capability. Efficient placement and scheduling algorithm can 
improve FPGA resources utilization and overall execution time 
of applications. 

One of the most interesting problems is to decide where to 
locate the bitmap of a new task in the FPGA when it must be 
run. A data structure is required to keep track of available free 
area and the algorithm must find out the best location for the 
arriving task, trying to use the reconfigurable area as efficiently 
as possible. In online placement system, due to dynamic 
addition and deletion of tasks, the empty area of FPGA 
becomes highly fragmented and FPGA area cannot be utilized 
efficiently. In this study a new data structure based on one 
dimension run-length encoding is developed to manage the 
empty area. 

Copyright: '978-1-4799-8641-5/15/$31.00©2015 IEEE' 

Using this data structure placement algorithm can locate 
suitable location to place the incoming task quickly. A new 
fragmentation metric gives an indication of continuity of free 
space. The FPGA surface is modeled by a matrix coded 
according to Hilbert curve. The results show significant 
improvement over placement using well known algorithms like 
Bottom left, 2D adjacency based placement, Least interference 
fit technique and C Look algorithm. 

This study is organized as follows: Section 2 presents an 
overview of problem of Scheduling and Placement in Dynamic 
Reconfigurable devices. A brief review of various placement 
and scheduling techniques are given in Section 3. In section 4, 
a new technique called Hilbert curve based placement is 
proposed. Section 5 describes about the experimental setup 
made for performance analysis. Results and discussion are 
presented in section 6, followed by conclusions. 

II. SYSTEM MODEL 
 

The proposed online placement system model is as shown 
in Fig. 1 which consists of Host CPU and partially 
reconfigurable FPGA. The reconfigurable resources in FPGA 
are a set of CLB organized in a two dimensional array. The 
placement module running on the host CPU consists of 
scheduler, placer and loader. The scheduler determines which 
of the tasks in the module library should be loaded and 
executed next. The placer will manage free space and find out 
optimum placement for the task. The loader loads the 
configuration data of tasks in the FPGA. When a task 
completes the resources occupied by it will be released. 

 

 

 

 

 

 

Fig. 1. System model 



The system assumes that the tasks arrive online, queued and 
placed in arrival order. As long as free area is available in the 
FPGA the incoming task will be placed on an unoccupied area 
on the FPGA. It there is no free space and the task cannot be 
delayed then the task is rejected. A good placement algorithm 
should reduce rejection rate. 

The tasks are non-preemptive. Once a task is loaded onto 
the FPGA, it runs to termination. The tasks should be 
independent without any precedence constraints. These task 
parameters are defined as: for a task ti = ( hi, wi, ai, si, di, xi, yi), 
hi and wi represent its height and width respectively and are 
measured in number of cells, ai, si and di are the task arrival 
time, execution time and deadline time. The rectangular area 
assigned to the task by its top left corner (xi, yi) where xi: row 
number and yi: column number. The size, arrival time, 
execution time and deadline are uniformly distributed in a 
predefined region and a-priori unknown. 

III. RELATED WORKS 
An algorithm for managing free space by keeping track of 

non-overlapping rectangles is proposed in [1]. The main 
disadvantage is that the number of empty rectangles produced 
quickly increases with more task insertions. This can lead to 
some tasks being rejected even though there is enough space to 
accommodate them but this space is divided between two non-
overlapping rectangles. To solve this problem, they presented 
the idea of allowing overlapping of the empty rectangles, 
specifically overlapping maximal empty rectangles MERs. For 
n tasks, we can have O (n) non-overlapping rectangles and in 
the case of MERs we can have O (n2) rectangles. 

Reference [13] proposed three partition algorithms based 
on Bazargan method: Enhanced Bazargan, on the fly and 
enhanced on the fly. The third is based on a 2D hashing table to 
find a feasible task placement with a run time complexity of 
O(1), but they did not account for reconfiguration time and also 
they did not account for the update time needed to update the 
hashing table. 

Reference [2] proposed Horizontal line algorithm in which 
two horizontal lines are used: one above and another below the 
placed tasks. They also presented a free space management 
based on contour of union of rectangles algorithm. Staircase 
algorithm was suggested by [7] for finding the maximal empty 
rectangles. Bottleneck is time for constructing staircase and 
finding MERs. Vertex lists was used to store free space [11] 
where each vertex is a possible location for an input task. 
Module connectivity to the remainder of the system is taken 
into account in [12]. Scan line algorithm was proposed by [4]. 
But finding maximum key elements and MER is time 
consuming. An intelligent merging technique to speed up 
Bazargan algorithm without losing its placement quality was 
proposed in [9]. It is a combination of three techniques selected 
based on the task characteristics. The techniques are: Merge 
only if needed, partial merging and direct combine. Reference 
[5] proposed an algorithm which packs tasks densely called 2D 
and 3D adjacency method. A C Look and CSAF method was 
proposed in [8]. 

IV. PROPOSED TECHNIQUE 
The design of multidimensional access methods is difficult 

compared to one-dimensional cases because there is no total 
ordering that preserves spatial locality. Since it is preferred to 
fetch a set of consecutive disk blocks rather than a randomly 
scattered set to reduce additional seek time, it is desirable that 
objects close together in a multidimensional attribute space 
also be close together in the one-dimensional space. 

Sophisticated mapping functions have been proposed in the 
literature. One, based on interleaving bits from the coordinates, 
which is called z-ordering was proposed. By interleaving bits 
we get another curve called gray code curve. A third method, 
based on the Hilbert curve has been proposed in literature. 
Under most circumstances the mapping based on Hilbert space-
filling curve outperforms the others therefore in this proposed 
work we use Hilbert curve. It have been shown in [10] that in 
2-dimensional space, Hilbert curve achieves better clustering 
than z-curve; the number of clusters for Hilbert curve is one 
fourth of the perimeter of a query rectangle, while that of z-
curve is one third of the perimeter plus two thirds of the side 
length of the rectangle in the unfavoured direction. Fig. 2 
shows the steps in Hilbert space filling curve. 

In this method the FPGA area has been labeled in Hilbert 
curve order. A novel data structure called run-length matrix has 
been introduced to describe the target area. In the Fig. 3 the 
shaded area indicates task already placed. The free area can be 
described using run-length matrix as shown below: 

 

( ) ( ) ( ){ }Runlen 8,24 , 36,8 , 52,12=  

If it is not able to find a candidate it will to obtain a location 
which is a multiple of 8 and selected region can be represented 
by two regions of 8 cells and so on. In order to avoid checking 
the same place again and again the checked locations are 
stored. Once a probable location is obtained then it has to 
extract an region of width and height equivalent to incoming 
task (in this example 4x4) containing the probable candidate 
location. The search algorithm will be based on location and 
identifying the direction of loop in Hilbert curve. Let FPGA (r, 
c) be the location (in Hilbert let it be X) of the probable 
candidate, where r and c indicates row and column of the CLB. 
Loop direction can be explored by checking the position of 
X+1 and X-1 using a look up Hilbert matrix. 

 

The first value in each pair indicates the starting location of 
the free area in Hilbert space while the second value indicates 
size of the free block. The minimum task size is considered to 
be 2x2. The task sizes are assumed to be even. The algorithm 
first scans the run-length and identifies probable candidates for 
location. For example it the task size is 4x4 it will first search 
for locations which are multiples of 16.The idea is that a 4x4 
block place at this location will be single contiguous region.  

Fig. 2. Steps in Hilbert space filling curves (a) First step (b) Second step 
(c) Third step 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. FPGA with some tasks already placed 

Based on this information a block of CLBs are selected 
according to the required height and width of incoming task. 
Let T, R, L, B be top, right, left and bottom neighbors of X as 
shown in Fig. 4. Coordinates are mentioned below each. There 
are four types of loop. C loop, inverted C loop, U loop and 
inverted U loop. Each loop will have and entry which can be 
vertically or horizontally. For the candidate location we have to 
identify the type of loop and its entry. Let X is the candidate 
position. By checking the coordinates of X+1 and X+3 we can 
identify the shape of loop. By checking coordinate of X-
1direction of entry can also be identified. Suppose the 
candidate position is 8. Keep the mask on top of the FPGA area 
such that the center of the mask overlaps the candidate 
position. If the positions of 9 is at T and that of 7 is at L. then 
the loop will be of inverted U loop with horizontal entry as 
shown in Fig. 5.Since the task is having height 4 algorithm 
extracts all possible 4x4 regions using a sliding window of size 
4x4 moved vertically and containing search location 8. For 
location 8 it finds two such regions. The regions are having 
bottom left corner 8 and 14 respectively. Next another function 
will arrange the regions in to run-lengths and give it to Addtask 
routine. For region with bottom left corner 14 it gives run-
length as cblk = {(8, 12), (28, 4)}. Addtask will find out 
whether it can place the task there.  

 

 

 

 

 
Fig. 4. Notations to identify loops 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5. Various loops occurring in Hilbert curve 

If the required regions are occupied then the Addtask 
routine will fail. If it is a vertical entry case the algorithm 
proceed in same manner but sliding is done in the horizontal 
direction such that region include the candidate location. In the 
example considered if an incoming task T5 with width and 
height, 4 and 4 respectively. It finds location 8 according to 
algorithm. The function hilsen16v1a will return the blocks to 
be removed as cblk = {(8,12),(28,4)}. This list is used to 
adjust the run-length matrix. The updated run-length matrix 
will be as shown: 

( ) ( ) ( ){ }Runlen 20,8 , 36,8 , 52,12=  
 

When the task T1 placed at position 0 get expired. Here 
again we find the blocks to be removed. Cblk = {(0,8)}. The 
run-length matrix will be updated as follows Runlen = 
{(0,8),(20,8),(36,8),(52,12)}. The status after removing task T1 
is shown in Fig. 6. 

In algorithms based on area matrix methods whenever a 
new task is added or deleted the cells have to be recalculated. 
This takes considerable amount of time. The run-length will be 
smaller in size (worst case will be one eight of the number of 
CLB’s) and hence less number of entries only need to be 
checked. Updating the run-length is also having less 
complexity. 

 

 

 

 

 

 

 

 

 
Fig.  6. Insertion of Task T4 and deletion of task T1 

 



The quality of placement algorithm can be improved by 
finding all feasible solutions and then selecting one based on 
fragmentation. Best fit find the fragmentation index for all the 
feasible solutions and place the task in a position that reduces 
the resulting fragmentation. Due to the run-length 
representation we make use of a new method to measure 
continuity of free space. Compared to other methods proposed 
in literature this is faster and give better results. Fragmentation 
is calculated using the method given by Gehr and Schneider 
(2009) as in [6] : 
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Here p is taken as 2. If the entire space is free then 
fragmentation will be 0. In worst case of checkerboard pattern 
it will be almost 1. First fit method tries to place task in the first 
available location that can accommodate the incoming task. 
Best fit tries to fix the task in a place which reduces the overall 
fragmentation. It doesn’t guarantee optimal result because it is 
a heuristic and the future inputs are unpredictable. 

V. EXPERIMENTAL SETUP 
Simulation framework has been done using Matlab 7.8 

running on 2.2 GHz Intel core i3 processor. The simulation is 
done using randomly generated data for evaluating the 
algorithm. This has been done in the past because it is 
impossible to generate real data for future technological 
advancement. In this section we present two methods: the first 
one is a fast placement and another fragmentation aware 
placement technique. These techniques are compared with 
standard placement techniques like Bottom left, 2D adjacency 
based placement, Least interference fit technique and Clook 
algorithm. Bottom left is a classical bin packing algorithm 
which places the incoming task first empty slot available 
starting from bottom left corner of FPGA. 2D adjacency based 
technique choose the location for the incoming tasks to make 
tasks placed ”densely”, in order to have larger continuous free 
area remains. The 2D-Adjacency of a Candidate Cell equals to 
the number of adjoining tasks/boundaries of the incoming task 
if the Base Cell of the incoming task is placed here. Least 
interference technique will select a location which minimize 
the number of columns disturbed to minimize the number of 
running tasks getting halted while reconfiguration. Clook 
method is explained in Lee et al. (2010). 

In order to evaluate the effectiveness of algorithm 
simulation is performed for an FPGA with 16x16 CLB. This 
model is adopted because the previous studies most relevant to 
this work used FPGA of similar size for their simulations and 
the space filling curve works on surface with size power of 
two. Sixty sets of 500 tasks each are randomly generated for 
each experimental environment and the results shown in next 
section are the average over these sets. The height and width of 
the tasks are chosen randomly between 1 and a maximum value 
of 8 CLBs. Lifetime of the tasks is generated randomly 
between 1 and 500 time units. Delay between two consecutive 
tasks is also chose between 1 and user defined L time units. 
The workload can be controlled using different upper bound L. 
A smaller L means that the tasks arrivals are more frequent and 

FPGA area utilization is higher. All parameters are assigned by 
sampling a uniform random distribution function in their 
respective validity intervals. It is not within the scope of this 
study to evaluate a full-fledged online scheduling algorithm 
which includes admission control, priority assignment. Instead 
a simple scheduling algorithm which can place task from a 
waiting list is used. 

The following assumptions are used in this work. The tasks 
are independent and preemptive. Preemptive task is one if 
started cannot be stopped before its expiry. Due to this 
relocation of tasks is also not permitted. Since the tasks are 
independent they can be scheduled in any order. Rotation of 
task is not used. The following parameters are measured to test 
the effectiveness of the proposed algorithm. Suppose during 
the simulation interval (0, T), N tasks arrived and n tasks were 
rejected. For a reconfigurable area of size W*H. 

Average task rejection ratio: A task may be rejected 
placement if sufficient contiguous area is not available 
currently and it if cannot meet its deadline if scheduled at a 
later time. Average task rejection ratio is the ratio of number of 
tasks rejected to total number of tasks. 

Total waiting time for tasks: if the online placement cannot 
find a feasible space the task will be added to a waiting list. 
When some task that is currently running completes, new space 
will be created, the waiting list will be examined to place tasks 
that can meet the deadline. 

Average area utilization is calculated as shown in (2) 
N n

i
Ei * Wi * Hi

T * W * H

−∑
   (2) 

VI. RESULTS AND DISCUSSION 
In this section, snapshot of Simulation results of output at 

particular instance is shown in Fig. 7. The colored boxes 
correspond to tasks that are currently running. Task that have 
completed is not shown. The white region indicates empty 
region which is already got fragmented due to placement and 
removal of tasks. 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.  7. FPGA status after placing the 13th task 



 
 
 
 
 
 
 
 
 
 
 
 
Fig.  8. Variation in rejection rate with respect to percentage of large 

sized tasks in dataset 
 
In the next experiment the inter-task arrival time is varied 

from 5 to 20% of execution time. The rejection rates are 
plotted in Fig. 9. In order to examine the impact of deadline on 
the performance we repeated the experiments with different 
values of slack. The deadline is calculated as sum of arrival 
time, execution time and slack. The impact of deadline on 
rejection rate is shown in Fig. 10. The Table 1 gives the 
performance of  various algorithms. The experiment is 
repeated with skewed probability distribution of task width 
and height to study the impact of task size on placement 
quality.The results are shown in Fig. 8. 

The results shows that the performance of the proposed 
placement matches with conventional method for all cases. 
The rejection rate was more for large sized task as expected. 
The rejection rate increases with decrease in inter-task arrival 
time range. When tasks arrive in quick succession then more 
number of tasks will be running on the FPGA leaving less 
room for the newly arrived task. When deadline is tight then 
more tasks get rejected. If deadline is loose then tasks can wait 
till their ALAP time and get placed whenever a free slot is 
available. When slack becomes very large then none of the 
tasks get rejected.Other results show that average utilization 
for Hilbert method is marginally better with lesser execution 
time than others. From Table 1 even though BL, Deng and LIF 
seem to be faster, their speed reduces when the size of the 
FPGA is increased. CLook has more execution time but it 
rejection rate performance is better than others. The proposed 
methods have rejection rate performance equal to CLook 
algorithm with faster execution time.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.  9. Rejection ratio for various loads 

 
 
 
 
 
 
 
 
 
 

 
Fig.  10. Rejection ratio varies with slack 

VII. CONCLUSIONS 
 

In this study a new approach for scheduling and placement 
of task on a dynamic reconfigurable device based on Hilbert 
space filling curve method is being presented with the goal of 
minimizing task rejection ratio and increasing FPGA 
utilization. The free space is managed as one dimensional run-
length based representation. Also a new method to find the 
fragmentation is used. 
 

TABLE I.  OTHER PERFORMANCE METRICS 
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DNM/air/DNM and it is estimated as 26 times of the sensitivity of the latter structure.
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Abstract
Green production of nanomaterials and their materials properties studies are majorly important for the futuristic development 
of nanodevices. We had green synthesized the ZnO and CuO nanoparticles using the extract of “Eucalyptus globulus” leaves. 
The obtained ZnO and CuO nanoparticles were studied for their structural, morphological and optical properties. The green 
synthesized CuO and ZnO nanoparticles have showed the crystalline size of about 12.29 and 10.16 nm. The transmission 
electron microscopic images of green synthesized ZnO and CuO nanoparticles revealed the morphological information and 
their respective average sizes of 46 and 32 nm. Optical absorbance spectrum revealed the existence of morphology based 
quantum confinement in the green ZnO and CuO nanoparticles. Further we have fabricated the p-CuO/n-ZnO heterojunction 
device using the green synthesized nanoparticles and also evaluated the electrical properties of the p–n junction diode. Under 
the light illumination the photodiode characteristic were studied for the obtained p–n junction diode. Finally, the energy band 
diagram of the photodiode responsible for the electronic transport had also discussed.
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1 Introduction

Copper is an excessively applied in several applications 
in electronic circuits and heat transfer appliances. The 
oxides of Cu, such as cuprous oxide  (Cu2O), cupric oxide 
(CuO) and copper(III) oxide  (Cu4O3) are most important 
semiconductors and showed their potential use in elec-
tronic and photonic devices. Especially CuO is a p-type 
semiconductor possessing a narrow—direct band gap 
 (Eg = ~ 1.4 eV) and versatile material such as catalyst, 
energy storage material, superconductor, field emission 
material and etc. [1, 2]. With high absorption coefficient, 
CuO is renowned as a suitable solar absorber material 
over  Cu2O nanostructures. Electrical properties such as 
majority charge carrier mobility and minority charge car-
rier diffusion are also adequate in the case CuO compared 
to the  Cu2O [1].

Likewise, ZnO nanostructures are quite fascinating 
materials in recent days in biological [3], photocatalytic 
[4] and electronic applications [5–8]. ZnO is an n-type 
wide—direct band gap  (Eg = 3.37  eV) semiconductor, 
possessing large excitonic binding energy (~ 60  meV 
compared with ~ 25 meV for GaN). Intrinsic carrier con-
centration (< ~ 106 cm− 3), better electron hall mobility 
(200 cm2/V/s for n-type) and hole hall mobility (5–50 cm2/
V/s for p-type) [5–7]. These exciting properties of the ZnO 
nanostructures make the ZnO as an unavoidable material 
in several electronic devices and circuits. Synergistically 
the combination of n-type ZnO and p-type CuO as p–n 
heterojunction had showed excellent properties such as 
hydrogen production electrode [8], self-cleaning device 
[9], non-enzymatic sensor [10], solar cell [11], gas sens-
ing [12], hydrophobic and anticorrosion devices [13]. The 
wide range of application features of the p-CuO/n-ZnO 
heterojunction diodes indicate the requirement of more 
investigations and green development strategies of the 
diodes.

The CuO and ZnO nanomaterials were developed 
through several synthetic techniques including sol–gel 
process, co-precipitation, hydro/solvo thermal techniques, 
thermal evaporation techniques [1–6]. On other hand, these 
nanomaterials had also been produced through green syn-
thetic methods, either with phytochemicals obtained from 
the plant extract, or biochemical reagents obtained from 
the microorganism. Contrast to abovementioned other syn-
thesis of nanostructure phytochemicals based synthetic 
strategy is an independent of sophisticated instruments or 
toxic chemical reagents. Also the phytochemicals are act-
ing as agglomeration preventing agent as an added advan-
tage [14–17]. Considering the aforementioned key factors, 
we obtained the ZnO and CuO nanoparticles through the 
phytochemical based green synthesis by using the leaf 

extract obtained from Eucalyptus globulus. The obtained 
nanoparticles were characterized for their morphological, 
structural and optical properties. Also we had developed a 
p–n heterojunction device with the obtained nanomateri-
als, for which we have studied the diode properties. In best 
of our study, we first report the p–n heterojunction diode 
structure obtained using the green synthesized p-CuO and 
n-ZnO.

2  Experimental Section

2.1  Preparation of Plant Extract

Fresh Eucalyptus leaves were collected from local farm in 
Karur, Tamilnadu, India. The collected leaves were washed 
thoroughly with plenty of water and are dried at room tem-
perature. The leaves of about 20 g was taken in 200 ml of 
deionized water and the mixture was heat treated with reflux 
condition at 100 °C for 30 min. Then the extract solution 
was collected by filtration process. The collected solution 
was further utilized to the nanoparticles synthesis reactions 
without any further purifications.

2.2  Green Synthesis of ZnO Nanoparticles

In a typical green synthesis of ZnO nanoparticles, we have 
taken zinc acetate of 0.11 g in 100 ml water. The plant 
extract of 20 ml was added to the zinc acetate solution. The 
mixture was homogenously dissolved with ultrasonication 
for 2 min. The obtained sol was transformed into a Teflon 
coated stainless steel based autoclave container and then the 
hydrothermal reaction was executed for 12 h under 150 °C. 
We found the formation of sediments in the autoclave con-
tainer after the reaction course. The obtained sediments 
were collected using centrifugation after cooled down to 
room temperature and then washed with deionized water 
for several times. The obtained ZnO nanopowder was dried 
at 60 °C and subsequently calcined at 400 °C for 5 h. Then 
the powder was further utilized for characterization without 
any further process.

2.3  Green Synthesis of CuO Nanoparticles

The green synthesis of CuO nanoparticles was conducted 
as identical to the above said green synthesis of ZnO nano-
particles. The cupric acetate of 0.091 g was taken in 100 ml 
as initial precursor for the CuO nanoparticles. Further with 
20 ml of plant extract the same synthesis strategy was exe-
cuted, as utilized for synthesis of ZnO nanoparticles.
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2.4  Fabrication of p‑CuO/n‑ZnO Heterojunction 
Diodes

The green synthesized nanoparticles of ZnO and CuO nano-
particles were dissolved separately well in 2-mercaptoetha-
nol (0.1 g in 100 ml) using ultra sonication until a homog-
enous solution is obtained. The obtained ZnO solution was 
added in drops on the indium tin oxide coated glass substrate 
placed in the spin coater unit rotating at 3000 rpm for 30 s, 
and the ZnO nanoparticles coated substrate was heat treated 
at 80 °C for 10 min. This process had been repeated for 10 
times to achieve a final film. In the same manner CuO sus-
pension also deposited on the ZnO/ITO substrate. After all 
the obtained device was heat treated at 500 °C for 30 min 
in Ar gas atmosphere with the gas flow rate of ~ 30 sccm in 
to the furnace. And then the silver conductive paste (sheet 
resistance < 0.025 Ω/in.2 at 0.001 m in thick) was utilized 
to have the ohmic electrical contact in the required places 
of the device. Further the obtained electrical contacts were 
dried at 200 °C for 30 min. The schematic of the obtained 
device illustrated in the following sections.

2.5  Characterization

Structural and elemental studies were studied using the pat-
tern obtained from X-ray diffraction (XRD) using X’pert-pro 
diffractometer equipped with Cu Kα radiation of 1.54060 Å. 
Transmission electron microscopic images were recorded for 
the specimens to study their morphological features using 
the Techno T20 model instrument. Optical absorbance stud-
ies of the specimens were recorded in ultraviolet and visible 
region using the UV–vis spectrophotometer (JASCO V-650 
model). The I–V graph of the obtained devices were studied 
using the instrument Keithley-6517B semiconductor param-
eter analyzer.

3  Results and Discussion

3.1  Structural Analysis

Figure 1 shows the XRD pattern of the green synthesized 
ZnO and CuO nanoparticles. The lattice parameters and the 
d-spacing values of the obtained diffraction peaks of the ZnO 
pattern were well matched with hexagonal wurtzite structure 
of ZnO as per the Joint Committee on Powder Diffraction 
Standards (JCPDS) card number of 36-1451. The lattice con-
stants a = 0.347 nm, c = 0.5156 nm and c/a = 0.1485 nm are 
calculated from the obtained XRD pattern. Further the aver-
age crystalline size of the ZnO nanoparticles is calculated 
using the Scherrer equation as crystallite size, D = 0.89λ/
(βcosθ), where λ is the wavelength of the X-ray used for the 
diffraction (1.5406 Å), β is full width at half maximum of 

the peak and θ is the peak position. Thus calculated aver-
age crystalline size of the ZnO nanoparticles are 10.16 nm. 
Figure 1 also shows the diffraction pattern obtained for the 
CuO nanoparticles indicating the monoclinic structure in 
accordance to the JCPDS card number 48-1548, having the 
lattice parameter values as a = 0.46837 nm b = 0.34226 nm, 
c = 0.51288 nm and β = 99.540°. The average crystalline size 
of the CuO nanoparticles was calculated to be 12.29 nm by 
using the Scherrer equation. Moreover in the obtained pat-
terns, the nonexistence of any other impurity peaks such as 
zinc hydroxyls, zinc metal, other oxides of copper such as 
 Cu2O and Cu metal in the case of CuO, indicating the phase 
purity of the obtained nanomaterials.

3.2  Morphological Analysis

The green synthesized CuO and ZnO specimens were evalu-
ated with the transmission electron microscope (TEM) for 
their morphological information. The obtained images of 
ZnO specimens indicated the nanoparticle morphology 
showing the agglomeration free particles throughout the 
samples (Fig. 2). From the obtained images, the ZnO nano-
particles of size ranging from 30 to 60 nm could be identi-
fied. The particle size distribution graph of the measured 
ZnO nanoparticles indicating the major number of ZnO 
nanoparticles are of 41–50 nm. Like the same, green syn-
thesized CuO specimens are also imaged with TEM for their 
morphological information. The obtained micrographs indi-
cating the particulate-like morphology of CuO, possessing 
the size from 20 to 50 nm. The size distribution curve of the 
CuO nanoparticles is indicating the average particle size of 
31–35 nm.
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Fig. 1  XRD patterns of green synthesized ZnO and CuO nanoparti-
cles
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3.3  UV–Vis Absorption Properties

Figure 3 shows the UV–vis absorption spectra of green 
synthesized ZnO and CuO nanoparticles. The absorption 

spectra of ZnO nanoparticles showed a peak at the wave-
length of 368 nm. This peak of the ZnO can be for the 
characteristic band edge absorption at the ZnO semicon-
ducting systems. The band gap of the ZnO nanoparticles 
was calculated from the Tauc’s plot and is found to be 
3.39 eV. The absorption spectra graph of CuO nanoparti-
cles showed an absorption edge at 430 nm. Like the same, 
the band gap value of the CuO nanoparticles are found to 
be 1.52 eV.

Interestingly the band gap values obtained for the green 
synthesized ZnO and CuO nanoparticles have showed 
moderately enhanced values from the bulk materials 
 (Eg (bulk CuO) = 1.4 eV and  Eg (bulk ZnO) = 3.32 eV) [1, 6]. 
The change in the band gap value from the bulk structures 
generally relies on numerous factors including morphol-
ogy of the particle (size induced quantum confinement), 
charge carrier concentration, grain size, lattice strain, 
orbital hybridization by doping the impurity atoms, etc. In 
this present study, morphology could be the reason behind 
the marginally deviated band gap values from the bulk 
structures in both the nanostructures.

(a) (b)

(d) (e)

(c)

(f)

Fig. 2  TEM images of green synthesized ZnO (a, b) and CuO (d, e) nanoparticles and particle size distribution graph of ZnO (c) and CuO (f) 
nanoparticles
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Fig. 3  UV–visible absorption spectrum of green synthesized ZnO 
and CuO nanoparticles
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3.4  Electrical Characteristics of the p‑CuO/n‑ZnO 
Diodes

The scheme of the fabricated p-CuO/n-ZnO junction diode 
using the green synthesized p-CuO and n-ZnO nanomate-
rials are as shown in Fig. 4a. Figure 4b, c show the I–V 
characteristics obtained for the interfaces of Ag/CuO and 
ZnO/ITO, which are linear in nature, indicating the ohmic 
behavior of the contacts. The obtained I–V graphs (shown 
in Fig. 4d) for p-CuO/n-ZnO heterojunction have showed 
the non-linear characteristics, representing the non-ohmic 
behavior and characteristic rectifying I–V behavior of p–n 
junction diode. The obtained graph proved the rectifying 
behavior of the obtained diode structure. The leakage cur-
rent measured from the diode characteristic curve for 4 V is 
5.4 × 10− 5 A for reverse bias and 2.2 × 10− 3 A for forward 
bias, resulting the forward-to-reverse bias current ratio of 
about 40. The resultant current for the applied voltage in 
the p–n heterojunction device follows the relationship as 
per the equation, I = I0(e

[q(V−IRb)∕�KT] − 1), where  I0 is the 
reverse saturation current, V is the applied voltage and  Rb 
is the series resistance, which is included to account the 
bulk resistance of the sample. The resistance of the diode at 

the high voltage range of the forward bias (i.e., 2.0–4.0 V) 
showed the series resistance varies from 14 to 2 mΩ. The 
built-in potential of the obtained heterojunction diode is 
about 2 V. All these values of the p-CuO/n-ZnO heterojunc-
tion diodes are highly comparable to the existing reported 
results [12, 13, 18, 19]. In general the ideal diode should 
possess the ideality factor a 2, however in our case the struc-
tural/crystalline mismatch, defect states in the interface 
would have influenced to have this value. For the illumina-
tion of light the drastic change in the current value had been 
observed, especially from the potential of 1.8–4.0 V. The 
drastic increase in the current conversion could be reasoned 
to the photovoltaic effect of the ZnO and CuO semicon-
ductors in the heterojunction system. Moreover the built in 
potential value had also been improved drastically for the 
light illumination indicting the potential advantage of the 
obtained device in the photovoltaic applications.

3.5  Energy Band Structure

Figure 5 show the energy band diagram of the p-CuO/n-ZnO 
heterojunction at thermal equilibrium condition. The elec-
tron affinity (χCuO) and band gap  (Eg,CuO) of the p-CuO are 
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4.07 eV, 5.3 eV and 1.35 eV [18]. The Fermi energy level 
to the valence band distance is 0.12 eV. On other hand, the 
electron affinity (χZnO) and band gap  (Eg,ZnO) of n-type ZnO 
as reported are 4.2 and 3.3 eV. Also the energy difference 
between the Fermi energy level of ZnO and the conduction 
band is ~ 0.05 eV [20–23].

In general, the work function of p-type semiconductor 
(Φp) and n-type semiconductor (Φn) of the semiconductors 
are calculated from the equations, Φp = χp + Eg,p − δp and 
Φn = χn + δn. Thus calculated work function values of CuO 
(Φp,CuO) and ZnO (Φn,ZnO) are 5.3 and 4.25 eV, respectively. 
Further the total build-in-voltage  Vbi is determined by the 
equation,  Vbi = Vbip + Vbin = Φp − Φn, which is 1.05 eV [20, 
22]. Upon illumination of light (UV light), the electron- hole 
pair generation can be realized in both the p-CuO and n-ZnO 
region. Since ΔEc possess lower value than ΔEv, the charge 
carrier transport through the conduction band is dominant, 
which generally result a large photocurrent value through 
this heterojunction device. For the illumination of visible 
and near-infra red region photons for which ZnO is unable 
to generate excitons, the accumulation of photogenerated 
holes in the CuO occurs in the  EVB, CuO. This accumulation 
of holes in valence band of CuO may cause only an insig-
nificant photocurrent.

4  Conclusion

Green synthetic approach routed ZnO and CuO nano-
particles were obtained, using the extract of “Eucalyptus 
globulus” leaves. The crystalline size of the ZnO and CuO 
nanoparticles are of 10.16 and 12.29 nm, respectively. The 
obtained electron microscope images of the nanoparticles 
have showed the particles size of about 40 nm for ZnO 

nanoparticles and 30 nm for CuO nanoparticles. Optical 
absorbance spectrum of the nanoparticles indicated the exist-
ence of quantum confinement effect. The I–V measurements 
were obtained for the obtained p-CuO/n-ZnO heterojunction 
diodes under both dark and light illuminations. Significant 
increase in the current value for the light illumination over 
the dark condition indicate the technological importance of 
the obtained device. Also we have studied the energy band 
diagram of the heterojunction.
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1 Introduction
Nanoparticles (NPs) contain unique characteristic features of
having ultra-small size and huge bioactive surface area that make
them potential candidates for microbial colonisation [1]. Metal NPs
are well-known for their versatile application in the
multidisciplinary field. Silver NPs (AgNPs) have garnered a lot of
deliberation due to their capacious spectrum of microbicidal
activity, free radical scavenging, anti-inflammatory activity and the
minimum propensity of bacterial resistance. The remarkable
characteristic feature of AgNPs is that at the minimum dosage, they
are harmful to microbes, especially more effective against
multidrug-resistant bacteria, but safe to human cells [2]. There are
numerous physiochemical techniques that have been employed to
synthesise AgNPs. All those techniques have several shortcomings
such as the use of hazardous chemicals, and rigorous energy that
makes these procedures expensive and harmful to the environment
[3–5]. With increasing concerns on the biological and
environmental impact of AgNPs, there is a significant need to
create a non-toxic ‘biogenic’ synthesis which provides a superior
platform of expected product at low cost [6, 7]. However, microbe-
mediated synthesis has a major drawback because it is not feasible
for pilot scale production due to the maintenance of cell culture
under aseptic condition. However, the plant-mediated synthesis
offers several advantages such as the phytoconstituents present in
plant extract have bifunctional role, i.e. they act as both reducing
and capping mediators and the AgNPs thus formed are more stable
with different shapes and dimensions making the plant-mediated
synthesis more efficient than other synthesis methods [8–11].
Microorganisms cause several catastrophic diseases in commercial
crops and are responsible for remarkable losses to farmers. Among
the phytopathogens, some of the bacteria and fungi have high
devastating effect causing various blight and wilt diseases. Today,
it is laborious to reduce diseases caused by the bacteria and fungi

due to the development of bactericide and fungicide-resistant.
Current control measure includes prevention of the propagation of
diseases to uninfected plants. Several reports suggested that AgNPs
act as both bactericidal and fungicidal agent. They damage the
bacterial cell wall and intercalate the nitrogenous base pairs to
abstain hydrogen bond formation which ultimately leads to DNA
repair and in fungus AgNPs damage hyphae, cause breakage of
cytoplasm, and eventually lead to the destruction of the fungi [12].

During metabolism, free radicals and reactive oxygen species
(ROS) are produced, as they are toxic substances that lead to tissue
damage resulting in various diseases such as cancer, diabetes,
Alzheimer's disease, and neurodegenerative disorders. Hence,
antioxidants are substances that block or inhibit radicals initiated
reactions. Therefore, functionalisation of AgNPs with natural
antioxidants could reduce ROS production, protect the cell proteins
and lipids, and hence counteract the undesirable reactions [13]. A
broad spectrum of azo dyes and nitroaromatic compounds has been
used in various industries such as textile manufacturing, foodstuff,
paper, pharmaceuticals, and pesticides. Despite the direct disposal
of these dyes and aromatic compounds into the environment, it
may cause severe destruction to the aquatic ecosystem. The
abundant exposure of these azo dyes and aromatic compounds into
the environment is frightening owing to their hazardous,
mutagenic, and carcinogenic properties. Amidst the group of azo
dyes, methylene blue (MB) and methyl orange (MO) were
considered as highly toxic components in the environment which
was not readily biodegradable [14]. Inorganic pollutants, such as
nitrophenols are considered as major pollutants and indexed in the
top 114 pollutants scrutinised by the US environmental protection
agency. It is clearly evident that catalytic conversion of nitrophenol
to aminophenol is a prominent and environmentally benign
approach that turns a hazardous pollutant to a valuable by-product
which has been further employed for producing antipyretic drugs
and acts as a reducing mediator for photographic developers [15].
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 ion was recorded using ultraviolet–visible spectroscopy by a surface plasmon resonance
extinction peak with an absorbance at 420 nm. The phytoconstituents responsible for the reduction of AgNPs was probed using
Fourier transform infrared spectroscopy. The X-ray diffraction pattern confirmed the formation of crystalline AgNPs that were
analogous to selected area electron diffraction patterns. Morphological studies showed that the obtained AgNPs were
monodispersed with an average size of 15 nm. The biologically synthesised AgNPs showed higher obstruction against tested
phytopathogens. The synthesised AgNPs exhibited higher inhibitory zone against fungal pathogen Alternaria alternata and
bacterial pathogen Pseudomonas syringae. Free radical scavenging potential of AgNPs was investigated using 1,1-diphenyl-2-
picryl hydroxyl and 2,2-azinobis (3-ethylbenzothiazoline)-6-sulphonic acid assays which revealed that the synthesised AgNPs
act as a potent radical scavenger. The catalytic efficiency of the synthesised AgNPs was investigated for azo dyes, methyl
orange (MO), methylene blue (MB) and reduction of o-nitrophenol to o-aminophenol. The results portrayed that AgNPs act as
an effective nanocatalyst to degrade MO to hydrazine derivatives, MB to leucomethylene blue, and o-nitro phenol to o-amino
phenol
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Abstract: This work explores the rapid synthesis of silver nanoparticles (AgNPs) from Musa paradisiaca (M. paradisiaca) bract
extract. The bio-reduction of Ag



In order to amputate these pollutants from the environment, several
techniques notably adsorption, flocculation, ion exchange, and
colonisation have been put forward. However, these techniques
have several deprivations such as high cost and generation of
secondary pollutants due to the usage of an excess amount of
chemicals. Hence, the development of a facile and rapid method
for the degradation of these anthropogenic pollutants is a
challenging task. Among the noble metal NPs, AgNPs are of
greater significance because of their elevated photo stability,
economical, and enhanced catalytic activity [16].

Hence, the current study contains a depiction of our efforts to
synthesise AgNPs through the factual doctrine of green chemistry
using the plant Musa paradisiaca (M. paradisiaca). It is one of the
illustrious plants of the Musaceae family used in the conventional
therapeutic system to alleviate an assortment of health disorder.
Active phytoconstituents recognised in this plant are alkaloids,
flavonoids, tannins, and phenolic compounds. The bract part of M.
paradisiaca contains anthocyanins such as delphinidin,
pelargonidin, peonidin, and malvidin, which are well-known for
their various bioactivities such as antioxidant, microbicidal, and
anticancer activities. The enhanced contents of anthocyanins,
polyphenols, and other antioxidant compounds encouraged us to
select M. paradisiaca bract extract (MPBE) as a standalone
reducing and capping mediator for the biogenic synthesis of
AgNPs [17, 18]. The main focus of this study is synthesis,
optimisation, characterisation, evaluation of free radical
scavenging activity, microbicidal activity against phytopathogenic
bacteria (Xanthomonas campestris, Clavibacter michiganensis,
Pseudomonas syringae, and Burkholderia glumae) and fungal
strains (Alternaria alternata, Sclerotinia sclerotiorum,
Macrophomina phaseolina, and Botrytis cinerea) of AgNPs and the
study also illustrates the catalytic efficiency of the fabricated Ag
nanocatalyst for the wide range of anthropogenic pollutants.

2 Experimental
2.1 Materials

M. paradisiaca bract was procured from a nearby local market,
Tiruchirappalli, Tamil Nadu, India. The phytopathogenic strains
were obtained from the Mycology Laboratory, Centre for Advance
Studies in Botany, University of Madras, Chennai. Silver nitrate
(AgNO3) and other chemicals were procured from Sigma Aldrich,
India.

2.2 Preparation of MPBE

M. paradisiaca bract was washed systematically with tap water to
get rid of dust particles and rinsed thoroughly with double distilled
water (DD·H2O). The MPBE was prepared by taking 10 g of
washed and finely cut bract in a 250 ml Erlenmeyer flask with 100 
ml of DD·H2O and then boiling the mixture at 60°C for 1 h under
reflux conditions. Then the solution was decanted through
Whatmann No. 1 filter paper. The resulting filtrate was stored at
4°C for further use as a reducing and stabilising agent.

2.3 Phytosynthesis of AgNPs

AgNPs were synthesised by adding 8 ml of MPBE to 92 ml of
AgNO3 solution. The phytofabrication of AgNPs was visually
confirmed by the change of colour from light red to dark reddish
brown caused by the excitation of surface plasmon vibrations in the
AgNPs. Various process parameters that influence the reaction such
as temperature, pH, the stoichiometric proportion of the reaction
mixture and incubation time were investigated by preliminary
ultraviolet (UV) spectroscopic analysis.

2.4 Characterisation of AgNPs

The obtained AgNPs were primarily screened by sampling the
reaction mixture at regular intervals and the absorption maxima
were scanned using a Shimadzu UV-2450 pc spectrophotometer at
the wavelength of 200–800 nm. The samples for Fourier transform
infrared (FTIR) spectroscopic analysis were prepared by mixing

AgNPs with KBr powder and then pelletised. The spectra were
recorded using a Perkin Elmer make model spectrum RX1
(wavelength range between 4000 and 400 cm−1). Crystalline
metallic silver was determined using an X'Pert-PRO diffractometer.
The high-resolution X-ray diffraction (XRD) patterns were
measured at 3 kW with Cu target using a scintillation counter (λ = 
1.5406 Å) at 40 kV and 40 mA were recorded in the range of 2θ = 
30°–80°. The images attained were compared with the Joint
Committee on Powder Diffraction Standards (JCPDS) library to
describe the crystalline structure. The elemental atom of the NPs
was observed by using a field emission scanning electron
microscope (FE-SEM) (JEOL-JSM-7600F) equipped with energy
dispersive X-ray (XL 30 Philips instruments). The morphological
and topographical investigation of NPs was carried out by
transmission electron microscopy (TEM) using CM 200 (Philips)
operating at an accelerated voltage of 200 kV. Zeta potential
measurements were carried out using Malvern instruments. The
free radical formation was measured by using an electron spin
resonance (ESR) spectrometer Bruker EMX Plus.

2.5 Phytopathogenic activity of AgNPs

AgNPs synthesised using aqueous MPBE were investigated for
their potent microbicidal activity against a few phytopathogens. All
glassware, media, and reagents were sterilised in an autoclave at
121°C for 20 min.

2.5.1 Antibacterial susceptibility test: The disc diffusion method
was used to evaluate the antibacterial activity. In vitro antibacterial
activity was screened by using Luria–Bertani agar plates. Bacterial
suspensions such as X. campestris, C. michiganensis P. syringae,
and B. glumae were used as model test strains. Different
concentrations of AgNPs such as 10 µl of 5, 10, and 15 mg, MPBE
extract, AgNO3, known standard (chloramphenicol) were loaded
on a 6 mm sterile disc. The loaded disc was placed on the surface
of the medium; the extract was allowed to diffuse for 5 min, and
then the plates were incubated at 37°C for 24 h in an incubator. The
well without any treatment was served as control throughout the
experiment. At the end of incubation, the zone of inhibition formed
around the disc was measured with a transparent ruler in millimetre
[13].

2.5.2 Antifungal susceptibility test: The fungal pathogens such
as A. alternata, S. sclerotiorum, M. phaseolina, and B. cinerea
were used as model test strains and were cultured in potato
dextrose agar medium. Different concentrations of AgNPs such as
10 µl of 5, 10, and 15 mg, MPBE extract, (AgNO3), known
standard (iprodione) were loaded on a 6 mm sterile disc. The
loaded disc was placed on the surface of the medium; the extract
was allowed to diffuse for 5 min, and the plates were incubated at
25 ± 2°C for 3 days. The well without any treatment was served as
control throughout the experiment. After the completion of the
incubation period, the zone of inhibition formed around the disc
was measured with a transparent ruler in millimetre [16].

2.6 Free radical scavenging assay

2.6.1 1,1-Diphenyl-2-picryl hydroxyl (DPPH) assay: The free
radical scavenging assay was evaluated for biologically synthesised
AgNPs and MPBE in terms of hydrogen donating efficiency using
the stable radical DPPH. It accepts an electron or a hydrogen
radical with an antioxidant compound to become a stable
diamagnetic molecule. In this study, different concentration (20–
100 µl) of MPBE and biologically fabricated AgNPs were mixed
with an equal volume of 0.1 mM methanolic DPPH solution [17].
Finally, the reaction mixture was kept at room temperature for 30 
min under shaking condition and the absorbance was measured at
517 nm. Ascorbic acid was used as a standard.

2.6.2 2,2-Azinobis (3-ethylbenzothiazoline)-6-sulphonic acid
(ABTS) assay: ABTS aqueous solution was prepared by mixing
7 mM of ABTS solution with 2.4 mM of potassium persulphate
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and incubated in the dark for 12–16 h at room temperature. Then
the aliquot of 2 ml of ABTS solution was mixed with an equal
amount of various concentrations of AgNPs and MPBE (20–100 
µl) solution. The absorbance was recorded at 734 nm after 30 min
of incubation. Butylatedhydroxytoluene was used as a standard
[18].

2.7 Catalytic reduction of MB, MO, and o-nitro phenol by
MBPE-mediated nanocatalyst

The catalytic reduction of MB and MO was performed in aqueous
solution with a standard quartz cell (1 cm path and 4 ml volume).
To 1 ml of 10−3 M MO and MB aqueous solution, 100 mM of 1 ml
freshly prepared NaBH4 solution was added and the final volume
was made up to 10 ml with double distilled water. The solution was
stirred vigorously for 5 min. Then 0.5 ml of AgNPs was added to
the solution and stirred for 2 min. The dye degradation was
betokening by the decolorisation of the solution. In addition, the
reduction of o-nitro phenol was carried out with the mixture of 1.5 
ml (1 mM) of o-nitro phenol and 1.5 ml double distilled water.
Then 1 mg of solid NaBH4 was added to the aforesaid mixture.
Finally, 10 µl of Ag nanocatalyst was added and decolorisation of
the yellowish solution to colourless was visually monitored. All the
degradation process was monitored using UV-visible spectroscopy.

2.8 Statistical analysis

The zone of inhibition for antimicrobial activity and the percentage
of inhibition for antioxidant activity were expressed as the mean
and standard deviation (SD) of triplicate determinations. The
statistical analysis (one way analysis of variance (ANOVA), two
tailed paired t-test) was performed in GraphPad Prism V 7.04
(GraphPad Software, Inc., La Jolla, CA, USA). Differences were
considered statistically significant at p < 0.05.

3 Results and discussion

3.1 Synthesis of AgNPs

The present study illustrated the expeditious formation of AgNPs
synthesised from MPBE. The aqueous AgNO3 solution acts as a
reservoir of silver ions for the production of AgNPs. A decoction
of MPBE was mixed with 1 mM AgNO3 solution leads to the
reduction of silver ions to silver atoms that further nucleates to
form nanocrystallites that were visually confirmed by the change of
colour from light red to dark reddish brown.

3.2 Characterisation of AgNPs

3.2.1 Optimisation studies: The ideal medium exposed for the
breakneck synthesis of AgNPs from MPBE was found to be
(temperature: 37°C, pH: 7, the stoichiometric proportion of 1 mM
AgNO3 and reducing agent 92:8, and incubation time of 60 min).
Synthesised AgNPs show a well-defined sharp peak with
absorbance maxima at 420 nm under optimised conditions.
Bioreduction of AgNPs due to the consequence of changing
different pHs from 3 to 8 by MPBE was depicted in Fig. 1a. At pH
3 and 4 visual changes in colour were not observed and at pH 5 and
6 lower absorption spectra and broadening of the peak were
observed. 

Colour development was expeditious at alkaline pH but
agglomeration was observed. At neutral pH, the reaction was
initiated as soon as the reducing agent was added to the reaction
medium and the absorption spectra were observed at 420 nm. This
may be due to the ionisation of the phenolic group present in
MPBE [19]. Then, the stoichiometric proportion of MPBE and
AgNO3 was also examined for the synthesis of AgNPs. From the
results, it was portrayed that the optimal proportion was found to
be 92 ml of 1 mM AgNO3 with 8 ml of MPBE and the absorption
spectra became sharper and increase in absorption was observed at
418 nm (Fig. 1b). When the extract proportion was further raised,
agglomeration of the particles was observed [20]. The significant
impact of temperature on the formation of AgNPs was examined
which revealed the variation of plasmon band intensity. A sharp

Fig. 1  UV–visible spectra of synthesised AgNPs
(a) pH optimisation studies, (b) Stoichiometric proportion, (c) Temperature optimisation studies, (d) Studies with different incubation periods
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rise in surface plasmon resonance (SPR) spectra was monitored at
420 nm at room temperature due to the favourable interaction
between metal ions and anthocyanins in the decoction [21].
Consecutively a higher agglomeration rate was observed owing to
the nucleation of particles with the rise in temperature (Fig. 1c).
The incubation period for the production of stable colloidal NPs
was also optimised. The UV–visible spectrum of AgNPs
synthesised from the MPBE signifies that the absorbance of AgNPs
is raised from 10 to 60 min and the sharp band was attained at 60 
min which indicates the sufficient time for the controlled synthesis
of AgNPs (Fig. 1d). After the incubation period, no further change
in the SPR was observed denoting that the precursors had been
fully consumed [22].

3.2.2 Mechanism for the reduction of Ag+ ions: The obtained
FTIR spectrum of the AgNPs indicated the existence of the
reducing agent along with AgNPs (Fig. 2a). Intensive vibrations
were received at the band positions of 603, 1639, 2116, and 3474 
cm−1. The vibration bands received at 3474, 2116, and 1639 cm−1

could be attributed to N–H, N=C=S vibrations and –C=C–
vibrations, respectively, which could also be assigned to the
phytochemicals present in MPBE extract [23].The same vibrations
with reduced intensity observed in the Ag colloid as well as the
functional group vibrations shift are indicating the surface
functionalised phytochemicals of AgNPs. The distinctive vibration
observed at ∼600 cm−1 could be assigned to the Ag–O bonding.
The existence of the reducing agent along with AgNPs also
confirms the biosynthesis-assisted formation of AgNPs. The
reduction of AgNPs by MPBE is due to the presence of alkaloids,
flavonoids, tannins, phenolic compounds, and anthocyanins. It is
an entrenched fact that anthocyanin plays a dominant role in the
reduction of silver ions. The feasible mechanism proposed for the
reduction of Ag+ to Ag0 is depicted in Fig. 2b. Previous studies
reported the presence of phytoconstituents such as alkaloids,
flavonoids, tannins, phenolic compounds, and anthocyanin in
MPBE. It was believed that anthocyanin actively chelates and
reduces the silver ions to AgNPs. It has been postulated that the
tautomeric conversion of anthocyanin from the enol-form to the

keto-form may liberate an active hydrogen atom that can reduce
metal ions to form NPs [24, 25]. 

3.2.3 Structural analysis: The crystalline orientation of AgNPs
was analysed by an XRD diffractogram. The Bragg's diffraction
peaks at 2θ values of 38.1°, 44.2°, 64.4°, and 77.3° that correspond
to the Miller indices (111), (200), (220) and (311) reveal the
formation of face-centred cubic crystalline elemental AgNPs
(Fig. 2c). The data obtained were indexed with the database of
JCPDS (File no. 87-0717). The average crystalline size of the
synthesised AgNPs was calculated by using the Scherrer equation
D = kλ/βcos θ, where D is the average particle size, k is the shape
factor (constant 0.9), λ is the X-ray wavelength (1.5406 Å), β is the
full width at half maximum of the peak, and θ is the diffraction
angle and was estimated as 15 nm. The diffraction pattern obtained
was consistent with earlier reports [26, 27].

3.2.4 Morphological analysis: Fig. 2d shows the EDAX
spectrum, which confirms the presence of an elemental signal of
the silver and homogeneous distribution of AgNPs. A strong
absorption band at 3 keV due to the excitation of SPR indicated the
reduction of silver ions to AgNPs and also affirmed the crystalline
property of Ag atoms. On careful examination scum on AgNPs
showed the capping of organic moieties adsorbed from the MPBE
which is responsible for the reduction of AgNPs [28]. The size and
morphology of biologically synthesised AgNPs were visualised
using TEM at 100 and 20 nm (Figs. 3a and b). From the data, it
was determined that AgNPs were spherical in shape with the
particle size ranging from 15 to 20 nm. The average particle size of
15 nm (Fig. 3d) was scrutinised using a particle distribution plot
and was highly monodispersed surrounding by the scum of organic
moieties due to the presence of anthocyanin in the MPBE which
was coherent with the FE-SEM images. The selected area electron
diffraction (SAED) (Fig. 3c) patterns explain a circular diffraction
pattern, which denotes the crystalline nature of AgNPs that were
consistent with the XRD data [29, 30]. The zeta potential analysis
of stable AgNPs exhibits a strong peak at −22.9 mV due to the
capping of phytoconstituents [23]. The negative value confirms the

Fig. 2  Characterisation of AgNPs
(a) FTIR analysis of AgNPs and MPBE, (b) Plausible mechanism of AgNPs synthesis by anthocyanin from MPBE, (c) XRD spectrum for AgNPs, (d) Elemental analysis for AgNPs
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repulsion between the particles which clearly proves their long
time stability and is depicted in Fig. 4c. 

3.3 Antimicrobial assays

The antimicrobial activity of MPBE, AgNO3 solution, biologically
fabricated AgNPs and the standard chloramphenicol for bacteria
and iprodione for fungi was evaluated against phytopathogens by
the disc diffusion method. The statistical analysis was conducted
using the one way analysis of variance (ANOVA) test which
showed that the AgNPs had significant activity in all fungal species
and two bacterial species with p < 0.05 (Fig. 4a). The minimum
inhibition zone of 6.8 and 7.20 mm for X. campestris, C.
michiganensis, P. syringae, B. glumae showed the maximum
inhibition of 12.9 and 12.7 mm [31]. Fig. 4b shows the antifungal
activity of the phytopathogens. A clear zone of inhibition ranging
from 12.5 to 12.8 mm was observed for all tested phytopathogenic
fungi. B. cinerea showed the least inhibition zone of 12.5 mm,
whereas A. alternata, S. sclerotiorum, and M. Phaseolina showed
the highest inhibition zone of 12.8, 12.6 and 12.7 mm
[32].Obviously biologically synthesised AgNPs inhibit the growth
of all tested phytopathogens at 15 mg concentration. A
comparative effect with commercially available antimicrobials was
scrutinised in the present study which reveals that the synthesised
AgNPs inhibited the growth of all tested phytopathogens more
strongly than that of known standards. There is no prominent
antimicrobial activity observed in AgNO3 solution and crude
extract against tested phytopathogens in resemblance with the
synthesised AgNPs (Table 1). The feasible mechanism behind the
antimicrobial activity of biologically formulated AgNPs is that it

anchors the cell wall consecutively and penetrates into it which
produces free radicals resulting in induction of oxidative, DNA, or
electron transport chain damage consequently leading to bacterial
death. Similarly, AgNPs impinge on fungus cells by attacking their
membranes, thus interrupting the membrane potential that leads to
cell death [33]. The formation of free radicals was confirmed by
ESR spectroscopy which was depicted in Fig. 3d (inset). Krishnaraj
et al. synthesised spherical-shaped AgNPs from Acalypha indica
leaf extract with the size ranging from 10 to 50 nm that exhibit
moderate antimicrobial activity against plant pathogens [22].
Kanniah et al. synthesised spherical-shaped AgNPs from the leaf
extract of Piper nigrum of size ranging from 4 to 14 and from 20 to
50 nm that show good antimicrobial activity [31]. In our study, the
synthesised NPs exhibit excellent antimicrobial activity due to the
monodispersity and the capping of phytoconstituents present in the
MPBE [2]. 

3.4 In-vitro free radical scavenging assays

The free radical quenching effect of MPBE and the biologically
fabricated AgNPs was determined using DPPH assay. DPPH is a
stable free radical that can be reduced by the acceptance of
hydrogen or electrons which was visually observed by the change
of colour from purple to yellow and quantified by UV-visible
spectroscopy at 517 nm. Based on the dose-dependent manner, the
DPPH activity of AgNPs and MPBE was found to be increased and
two tailed paired t-test was conducted for antioxidant scavenging
activity of MPBE and AgNPs and showed significant activity in
both DPPH and ABTS solution and found to be p < 0.001 is
depicted in Fig. 5a. The average percentage of inhibition of

Fig. 3  Morphological analysis
(a), (b) TEM micrograph showing size AgNPs with different magnifications, (c) SAED pattern of AgNPs, (d) Particle size distribution analysis, (inset) ESR spectra of the
synthesised AgNPs were measured in room temperature at a microwave frequency of 9.770 GHz with a microwave power of 10 mW and a modulation amplitude of 2.0 F
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biologically synthesised AgNPs was 62% as compared to that of
MPBE (45%). Biologically fabricated AgNPs show higher radical
inhibition activity than that of MPBE due to the reactivity of
functional groups attached on the huge surface area of AgNPs that
entrap high free radicals than that of MPBE [34, 35]. Similarly, the
synthesised AgNPs and MPBE show comparable scavenging
activity on ABTS+ as shown in Fig. 5b. The reduction of ABTS+

free radical was visually observed by the change of colour from
blue-green to transparent solution due to the reduction of ABTS+ to
ABTS by a surface reaction phenomenon, which was measured at
734 nm using UV-visible spectroscopy. The ABTS quenching
effect was higher to AgNPs (74%) than that of MPBE (52%) [36,
37]. From the above results of DPPH and ABTS assays, it can be
inferred that the antioxidant potential of MPBE extract has been
retained by biologically fabricated AgNPs possibly due to the

capping of the phytochemicals. As the AgNPs solution possesses
the proton-donating ability it could act as a free radical scavenger,
possibly serving as a primary antioxidant. 

3.5 Catalytic property of biologically fabricated Ag
nanocatalyst

3.5.1 Degradation of MO and MB: The degradation of MO and
MB has been selected as a model reaction to investigate the
proficiency of the MPBE-mediated Ag nanocatalyst. Fig. 6a
depicts the compiled absorption spectra of UV–visible
spectroscopy of MO in the presence of NaBH4 and Ag as a
nanocatalyst at room temperature. The absorption spectrum of MO
was detected at 460 nm in the presence of NaBH4, after the
addition of a biologically fabricated Ag nanocatalyst with MO and

Fig. 4  Antimicrobial activity
(a) Antibacterial activity of extract, precursor, synthesised AgNPs, and standard, (b) Antifungal activity of extract, precursor, synthesised AgNPs, and standard. The data are
expressed as mean ± SD (n = 3) where the zone of inhibition was analysed using one way ANOVA, **p < 0.01, ***p < 0.001, ****p < 0.0001, (c) Zeta potential analysis of
synthesised AgNPs

 
Table 1 Zone of inhibition for antibacterial and antifungal activity (mm)
S. no. Name of the organism Plant extract AgNO3 AgNPs 15 mg/10 µl Standard

Bacteria
1 X. campestris 0.60 ± 0.03**** 2.20 ± 0.14**** 6.80 ± 0.48 6.40 ± 0.42
2 C. michiganensis 1.30 ± 0.08**** 1.80 ± 0.11**** 7.20 ± 0.56 6.80 ± 0.48
3 P. syringae 5.40 ± 0.37*** 7.20 ± 0.50** 12.90 ± 0.90*** 9.70 ± 0.67
4 B. glumae 4.60 ± 0.32**** 6.80 ± 0.47*** 12.70 ± 0.88** 9.90 ± 0.69

Fungi
1 A. alternata 4.30 ± 0.30**** 6.50 ± 0.450**** 12.80 ± 0.89**** 9.30 ± 0.65
2 S. sclerotiorum 4.10 ± 0.28**** 6.10 ± 0.42**** 12.60 ± 0.88**** 8.80 ± 0.61
3 M. phaseolina 3.80 ± 0.26**** 5.90 ± 0.41**** 12.70 ± 0.88**** 8.50 ± 0.59
4 B. cinerea 3.60 ± 0.25**** 5.50 ± 0.38**** 12.50 ± 0.87**** 7.90 ± 0.55
The data are expressed as mean ± SD (n = 3) where the zone of inhibition was analysed using one way ANOVA, **p < 0.01, ***p < 0.001, ****p < 0.0001.
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NaBH4 solution, adsorption of MO molecules with the well-
dispersed Ag nanocatalyst occurs, which results in the polarisation
and the activation of those molecules. Subsequently, the transfer of
electrons between MO and NaBH4 was stimulated with the
reduction of activation energy of the reaction. The resulting
product of the reaction between MO and NaBH4 was propagated
on the surface of the nanocatalyst which was then diffused into the
solution leading to a colour change from orange to a colorless
solution as shown in Fig. 6b. Hence the MO absorption band at
460 nm disappears and the new band at 247 nm is assigned to the
hydrazine derivatives. Furthermore, the kinetics of the reaction and

the degradation efficiency of MO were evaluated with time-
dependent absorption spectra [38]. As NaBH4 concentration was
higher than MO concentration it does not influence the rate of the
reaction. So the reduction process follows pseudo first-order
kinetics which can be written as

ln At /A0 = − Kappt,

where At is the  absorbance of dye at time t and A0 is the
absorbance at t = 0, Kapp is the apparent rate constant. Fig. 6d
shows the plot of ln(At/A0) versus time. From the plot, we can

Fig. 5  Free radical scavenging assay
(a) DPPH assay for extract and AgNPs, (b) ABTS for extract and AgNPs. The data are expressed as mean ± SD (n = 3). Percentage of inhibition was compared with that MPBE
(paired samples t-test, two-tailed).*p < 0.001

 

Fig. 6  Catalytic activity:
(a) UV–visible spectra of the reduction of MO with the aid of the MPBE-mediated Ag nanocatalyst in aqueous solution recorded every 1 min, (b) Schematic representation for the
degradation of MO using MPBE-mediated AgNPs, (c) Degradation efficiency of MO with respect to time, (d) Plot of ln(At/A0) versus reaction time for the reduction of MO
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easily calculate the rate constant (Kapp) value, which was obtained
from the slope k = 1.0991 min−1 [39].

Fig. 6c shows that the degradation efficiency of the MO was
found to be 98% in 5 min in the presence of the MPBE-mediated
Ag nanocatalyst.

MB is a heterocyclic aromatic compound that exhibits the
characteristic absorption peak at 662 nm with NaBH4 at room
temperature. After the addition of Ag nanocatalyst, the absorption
intensity decreases as a function of time (Fig. 7a). The reduction
process takes place by electron transfer from NaBH4 to AgNPs
which facilitates the electrophilic dye (MB) to capture electrons
from the nanocatalyst and rapidly reduces the reduction process
(Fig. 7b). The degradation of the MB dye follows pseudo-first-
order kinetics. From the plot (Fig. 7d) the rate constant (Kapp) of
the reaction was calculated from the slope k = 0.704 min−1. The
reduction efficiency of MB was found to be 93% in 5 min with the
aid of a biologically fabricated Ag nanocatalyst and NaBH4 as
shown in Fig. 7c. 

3.5.2 Degradation of o-nitrophenol to o-aminophenol: The
reduction of o-nitrophenol to o-aminophenol in the presence of
NaBH4 was monitored by a UV– visible absorption band. From
Fig. 8a, it was ascertained that the o-nitrophenol has the
characteristics peak at 340 nm on the addition of NaBH4 to o-
nitrophenol solution the peak shifted from 340 to 400 nm with the
visual detection of the yellow coloured solution. This indicates the
formation of nitrophenolate ions when a scanty amount of the
MPBE-fabricated Ag nanocatalyst was added to the solution.
Reduction of o-nitrophenol was expeditious and was confirmed by
the decolorisation of a bright yellow coloured solution. The peak at
400 nm reduced evidently and the yellow colour of the solution
vanishes which indicates the reduction of o-nitrophenolate ions.
Simultaneously the new peak at 280 nm was observed that
corresponds to the formation of o-aminophenol. The schematic
illustration is shown in Fig. 8b. Meanwhile, kinetics of the reaction
was examined from the time-dependent absorption spectrum.
When the surplus amount of NaBH4 was added to the reaction

compared to that of o-nitrophenol the rate of the reaction is
suspected to be independent of NaBH4. Hence the kinetic data
obeys pseudo-first-order kinetics [15]. From the plot (Fig. 8d) the
rate constant (Kapp) k = 0.1997 min−1 of the reaction was
calculated. Then the degradation efficiency of o-nitrophenol was
found to be 85% in 5 min (Fig. 8c) [40]. From the catalytic activity
of the biologically fabricated Ag nanocatalyst, it was noteworthy
that the efficiency of AgNPs as an electron relay system.
Conspicuously, our AgNPs act as an enhanced electron relay by
promoting electron transfer for the catalytic reduction of the
aforesaid anthropogenic pollutants in the presence of NaBH4. 

4 Conclusion
In this study, MPBE-mediated AgNPs were obtained with a
confined size distribution and the extract standalone as both
reducing and capping mediator with higher stability. The entire
preparation process garnered the doctrine of green chemistry and
the resulting AgNPs showed significant potential in
pharmacological and agricultural fields. As one side the fabricated
AgNPs efficiently inhibit the growth of phytopathogens due to the
higher dispersion of AgNPs. On the other hand, the AgNPs
actively suppress the free radical production to prevent cell
damage. Hence the above results clearly betrayed the MPBE–
AgNPs used as a potential candidate in the preparation of
pharmaceutical products against various degenerative diseases
originated from free radicals and in the beneficial application in
crop improvement and has a great defence in agricultural
nanotechnology.
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Fig. 7  Catalytic activity
(a) UV–visible spectra of the reduction of MB with the aid of MPBE-mediated Ag nanocatalyst in aqueous solution recorded every 1 min, (b) Schematic representation for the
degradation of MB using MPBE-mediated AgNPs, (c) Degradation efficiency of MB with respect to time, (d) Plot of ln(At/A0) versus reaction time for the reduction of MB
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Fig. 8  Catalytic activity
(a) UV–visible spectra of the reduction of o-nitrophenol to o-aminophenol with the aid of MPBE-mediated Ag nanocatalyst in aqueous solution recorded every 1 min, (b) Schematic
representation of the degradation of o-nitrophenol using MPBE-mediated AgNPs, (c) Degradation efficiency of o-nitrophenol with respect to time, (d) Plot of ln(At/A0) versus
reaction time for the reduction of o-nitrophenol
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